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Differential Calculus - 2



Taylor’s Theorem
Taylor’s theorem states that if:

• 𝑓 𝑥 and its first (𝑛 − 1) derivatives are continuous in the [𝑎, 𝑏] and 

• 𝑓𝑛(𝑥) exists in  the 𝑎, 𝑏

then there exists at least one point 𝑐 ∈ 𝑎, 𝑏 such that 

𝑓 𝑏 = 𝑓 𝑎 +
(𝑏 − 𝑎)

1!
𝑓′ 𝑎 +

𝑏 − 𝑎 2

2!
𝑓′′ 𝑎 + …+

𝑏 − 𝑎 𝑛−1

𝑛 − 1 !
𝑓𝑛−1 𝑎 +

𝑏 − 𝑎 𝑛

𝑛!
𝑓𝑛 𝑐

Alternate form – If

• 𝑓 𝑥 and its first (𝑛 − 1) derivatives are continuous in the 𝑎, 𝑎 + ℎ (ℎ > 0) and 

• 𝑓𝑛(𝑥) exists in the 𝑎, 𝑎 + ℎ

then there exists at least one point 𝜃 ∈ 0,1 such that                𝑎 + 𝜃ℎ ∈ 𝑎, 𝑎 + ℎ

𝑓 𝑎 + ℎ = 𝑓 𝑎 +
ℎ

1!
𝑓′ 𝑎 +

ℎ2

2!
𝑓′′ 𝑎 + …+

ℎ𝑛−1

𝑛 − 1 !
𝑓𝑛−1 𝑎 +

ℎ𝑛

𝑛!
𝑓𝑛 𝑎 + 𝜃ℎ



Taylor Series

In the interval 𝑎, 𝑥 , when 𝑛 → ∞ in Taylor’s theorem we get

Taylor series:

𝑓 𝑥 = 𝑓 𝑎 +
(𝑥 − 𝑎)

1!
𝑓′ 𝑎 +

𝑥 − 𝑎 2

2!
𝑓′′ 𝑎 + …

• The series is usedto create an approximation of what a function

looks like.



Maclaurin Series
Taylor series entered at zero is called Maclaurin Series.

𝑓 𝑥 = 𝑓 0 +
𝑥

1!
𝑓′ 0 +

𝑥2

2!
𝑓′′ 0 +⋯

Progression of Maclaurin Series approximation of the exponential function 𝑒𝑥 based on 𝑛 values.1

• The blue curve indicates the 𝑒𝑥 function. 
• The red curve indicates the sum of first 𝑛 + 1 terms of the Maclaurin series. 



Maclaurin Series – Calculating Limits

Find lim
𝑥→0

𝑥 − sin 𝑥

𝑥𝑛
, where 𝑛 is an integer 

lim
𝑥→0

𝑥 − sin 𝑥

𝑥𝑛
= lim

𝑥→0

𝑥 − (𝑥 − ൗ𝑥3
3! + ൗ𝑥5

5!… )

𝑥𝑛

≅ lim
𝑥→0

ൗ𝑥3
3! − ൗ𝑥5

5! + ⋯

𝑥𝑛

≅ lim
𝑥→0

𝑥3−𝑛

3!
−

𝑥5−𝑛

5!
+ …

൞
ൗ



Indeterminate Forms

• Indeterminate form : An expression that evaluates to 
Τ0 0 , Τ∞ ∞ , 0 × ∞,∞ −∞, 1∞, 0∞, ∞0

• Each of the  7 indeterminate forms can be solved by the 
following methods:

Form Method

L’Hospital’s Rule

L’Hospital’s Rule



Applying L’Hospital’s Rule

N

Y

If lim
𝑥→𝑎

𝑓′(𝑥)

𝑔′(𝑥)
=

finitie, ±∞
lim
𝑥→𝑎

𝑓(𝑥)

𝑔(𝑥)
= lim

𝑥→𝑎

𝑓′(𝑥)

𝑔′(𝑥)
Stop

Start

Compute lim
𝑥→𝑎

𝑓(𝑥)

𝑔(𝑥)

If lim
𝑥→𝑎

𝑓(𝑥)

𝑔(𝑥)
=

0

0
,
∞

∞
Transform to 

0

0
,
∞

∞

Differrentiate 𝑓 and 𝑔 separately

Compute lim
𝑥→𝑎

𝑓′(𝑥)

𝑔′(𝑥)

YN

Replace 𝑓 and 𝑔
with 𝑓′ and 𝑔′

respectively



Partial Differentiation

• Volume of a cylinder: 
𝑉 = 𝜋𝑟2ℎ

• Variables 𝑟 and ℎ are independent of each other.

• Volume 𝑉 is dependent on both 𝑟 and ℎ , i.e.,𝑉 = 𝑓(𝑟, ℎ)

• 𝑉 = 𝑓(𝑟, ℎ) is a function of several variables, wherein

– 𝑉is the dependent variable

– 𝑟 and ℎ are independent variables

• Derivative of V is computed using Partial Differentiation

Partial Derivative =
𝜕 Function of several variables

Independent

𝑟

ℎ



First Order Partial Derivative
• First order partial derivative of 𝑢 = 𝑓 𝑥, 𝑦 with respect to 

independent variables:

▪
𝜕𝑢

𝜕𝑥
or

𝜕𝑓

𝜕𝑥
or𝑢𝑥

▪
𝜕𝑢

𝜕𝑦
or

𝜕𝑓

𝜕𝑦
or 𝑢𝑦

• Similarly, the first order partial derivatives of 𝑢 = 𝑓 𝑥, 𝑦, 𝑧
are:

▪
𝜕𝑢

𝜕𝑥
or

𝜕𝑓

𝜕𝑥
or𝑢𝑥

▪
𝜕𝑢

𝜕𝑦
or

𝜕𝑓

𝜕𝑦
or 𝑢𝑦

▪
𝜕𝑢

𝜕𝑧
or

𝜕𝑓

𝜕𝑧
or 𝑢𝑧



Second Order Partial Derivative

Second Order Partial Derivative =
𝜕 First Order Partial Derivative

𝜕 Independent variable

Second order partial derivative of 𝑢 = 𝑓 𝑥, 𝑦 with respect to independent variables:

▪
𝜕2𝑢

𝜕𝑥2
=

𝜕

𝜕𝑥

𝜕𝑢

𝜕𝑥

▪
𝜕2𝑢

𝜕𝑥𝜕𝑦
=

𝜕

𝜕𝑥

𝜕𝑢

𝜕𝑦

▪
𝜕2𝑢

𝜕𝑦𝜕𝑥
=

𝜕

𝜕𝑦

𝜕𝑢

𝜕𝑥

▪
𝜕2𝑢

𝜕𝑦2
=

𝜕

𝜕𝑦

𝜕𝑢

𝜕𝑦

Number of second order partial derivatives = Number of independent variables in the given function 2



Mixed Second Order Partial Derivative 

Given 𝑢 = 𝑓 𝑥, 𝑦

•
𝜕2𝑢

𝜕𝑥𝜕𝑦
and 

𝜕2𝑢

𝜕y𝜕𝑥
are called Mixed Second Order Partial 

Derivatives

•
𝜕2𝑢

𝜕𝑥𝜕𝑦
=

𝜕2𝑢

𝜕𝑦𝜕𝑥
, if and only if 𝑓 𝑥, 𝑦 ,

𝜕𝑢

𝜕𝑥
,
𝜕𝑢

𝜕𝑦
,

𝜕2𝑢

𝜕𝑥𝜕𝑦
and

𝜕2𝑢

𝜕y𝜕𝑥
are

continuous throughout the region.

An example of computation of second order partial derivative.2



Total Derivative

𝑢 = 𝑓 𝑥, 𝑦

where 𝑥 = ∅ 𝑡 y = 𝜑 𝑡

• Variable dependency :

• Therefore 𝑡 is the only independent variable.

• Derivative of 𝑢 with respect to 𝑡:

𝑑𝑢

𝑑𝑡
=
𝜕𝑢

𝜕𝑥
×
𝑑𝑥

𝑑𝑡
+
𝜕𝑢

𝜕𝑦
×
𝑑𝑦

𝑑𝑡

𝑡

𝑥

𝑢

𝑦



Implicit Function
Implicit Function:                              𝑢 = 𝑓 𝑥, 𝑦 and 𝑢 = 0 or a
constant

where x = ∅ 𝑥 and y =
𝜑 𝑥

• Variable dependency :

• 𝑥 is the independent variable

• Since 𝑢 = 0 or a constant,
𝑑𝑢

𝑑𝑥
= 0

• From the definition of total derivative :
𝑑𝑢

𝑑
=
𝜕𝑢

𝜕𝑥
×
𝑑𝑥

𝑑
+
𝜕𝑢

𝜕𝑦
×
𝑑𝑦

𝑑
= 0

𝑥

𝑢

𝑦



Composite Function

Composite Function:                                           𝑢 = 𝑓 𝑟, 𝑠

where 𝑟 = ∅ 𝑥, 𝑦 s = 𝜑 𝑥, 𝑦

• Variable dependency :

• 𝑥 and 𝑦 are the two independent variables

•
𝜕𝑢

𝜕𝑥
and 

𝜕𝑢

𝜕𝑦
are computed as: 

𝜕𝑢 𝜕𝑢
×
𝜕𝑟

+
𝜕𝑢

×
𝜕𝑠 𝜕𝑢

𝑥

𝑟

𝑢

𝑠

𝑦



Jacobian

• 𝑢 = 𝑓 𝑥, 𝑦 and 𝑣 = 𝑔 𝑥, 𝑦 , where 𝑥 and 𝑦 are independent
variables

Jacobian of 𝑢 and 𝑣 w.r.t 𝑥 and 𝑦 = 𝐽
𝑢,𝑣

𝑥,𝑦
=

𝜕 𝑢,𝑣

𝜕 𝑥,𝑦
=

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

𝜕𝑣

𝜕𝑥

𝜕𝑣

𝜕𝑦

• 𝑢 = 𝑓 𝑥, 𝑦, 𝑧 , 𝑣 = 𝑔 𝑥, 𝑦, 𝑧 and 𝑤 = ℎ 𝑥, 𝑦, 𝑧 , where
are independent variables



Jacobian Properties

1. 𝐽 =
𝜕 𝑢,𝑣

𝜕 𝑥,𝑦
𝐽′ =

𝜕 𝑥,𝑦

𝜕 𝑢,𝑣

then                        
𝐽 × 𝐽′ = 1

2. 𝑢 = 𝑓 𝑟, 𝑠 and 𝑣 = 𝑔 𝑟, 𝑠
where 𝑟 = ∅ 𝑥, 𝑦 s = 𝜑 𝑥, 𝑦

then
𝜕 𝑢 𝑣 𝜕 𝑢 𝑣 𝜕 𝑟 𝑠

𝑥

𝑟

𝑢

𝑠

𝑦 𝑥

𝑟

𝑣

𝑠

𝑦

Composite functions



Maxima Minima

𝑓 𝑎, 𝑏 > 𝑓 𝑎 + ℎ, 𝑏 + 𝑘 𝑓 𝑎, 𝑏 < 𝑓 𝑎 + ℎ, 𝑏 + 𝑘

𝑓(𝑥, 𝑦) Maxima

Minima

3



Maxima and Minima – Working Rule

𝑧 = 𝑓 𝑥, 𝑦
Start

Find 
𝜕𝑧

𝜕𝑥
and

𝜕𝑧

𝜕𝑦

Solve 
𝜕𝑧

𝜕𝑥
= 0 and  

𝜕𝑧

𝜕𝑦
= 0 for the solution set 𝑆 = 𝑥1, 𝑦1 , 𝑥2, 𝑦2 , …

Find 𝐴 =
𝜕2𝑓

𝜕𝑥2
, 𝐵 =

𝜕2𝑓

𝜕𝑥𝜕𝑦
and 𝐶 =

𝜕2𝑓

𝜕𝑦2

For each 𝑥𝑖 , 𝑦𝑖 ∈ 𝑆

Perform further investigation

No ⇒ (𝐴𝐶 − 𝐵2 = 0)

All solutions 
processed?

𝐴𝐶 − 𝐵2 < 0
No

𝐴𝐶 − 𝐵2 > 0
Yes

𝐴 > 0 𝐴 < 0

Maxima at (𝑥𝑖 , 𝑦𝑖)
Yes

No

Minima at (𝑥𝑖 , 𝑦𝑖)
Yes

Saddle point at (𝑥𝑖 , 𝑦𝑖)

Yes

StopYes

No



Maxima and Minima – Example
𝑓 𝑥, 𝑦 = 2𝑥2 − 4𝑥𝑦 + 𝑦4 + 2

𝑓𝑥 = 4𝑥 − 4𝑦 𝑓𝑦 = −4𝑥 + 4𝑦3

𝑓𝑥 = 0 𝑓𝑦= 0

4𝑥 − 4𝑦 = 0 −4𝑥 + 4𝑦3 = 0

⇒ 𝑥 = 𝑦 ⇒ 𝑦 = 0, 𝑦 = 1 and y=−1

∴ The critical points are 0,0 , 1,1 and −1,−1
𝐴 = 𝑓𝑥𝑥 = 4, 𝐵 = 𝑓𝑥𝑦 = −4 and 𝐶 = 𝑓𝑦𝑦 = 12𝑦2

Critical points 0,0 1,1 −1, −1

𝐴 = 𝑓𝑥𝑥 = 4 4 > 0 4 > 0 4 > 0

𝐵 = 𝑓𝑥𝑦 = −4 −4 −4 −4

𝐶 = 𝑓𝑦𝑦 = 12𝑦2 0 12 12

𝐴𝐶 − 𝐵2 −16 < 0 32 > 0 32 > 0

Decision Saddle point Minimum Minimum



Lagrange’s Undetermined Multipliers 
• Enables to maximize or minimize a function that 

is subject to a constraint.

• Ex1: Designing the dimensions of a box to 
maximize its volume subject to a certain fixed 
amount of building material (and cost) 

• Ex2: Maximize the area of a field subject to  500ft 
of fencing material.4

Maximize  : 𝐴 = 𝑥 ∗ 𝑦
Constraint: 500 = 𝑥 + 2𝑦

Field



Lagrange’s – Working Rule
Step 1. Write auxiliary function 𝐹 𝑥, 𝑦, 𝑧 = 𝑓 𝑥, 𝑦, 𝑧 + λ ∅ 𝑥, 𝑦, 𝑧 , where 𝜆is a parameter.

Step 2. Find 𝐹𝑥, 𝐹𝑦 and 𝐹𝑧 .

Step 3. Solve 𝐹𝑥 = 0, 𝐹𝑦 = 0 and 𝐹𝑧 = 0 to compute 𝜆 and find the relations between 𝑥, 𝑦 and 𝑧 . 

Step 4. Substitute the resulting relation in ∅ 𝑥, 𝑦, 𝑧 = 0 and solve for the solution set 𝑆 =
𝑥1, 𝑦1, 𝑧1 ,

𝑥2, 𝑦2, 𝑧2 , …
of 

stationary points.

Step 5. Find the corresponding maximum or minimum or both by substituting the stationary points in 
𝑓 𝑥, 𝑦, 𝑧 .




